FPGA Implementation Of DWT-SPIHT Algorithm For Image Compression
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Abstract: The main objective of the paper is to compress the image while transferring it from one end to the other, storage etc. This paper focuses on a memory efficient FPGA implementation for SPIHT (Set Partitioning in Hierarchical Trees) image compression technique. While compressing the image the wavelet transform converts the image into its wavelet coefficients. The SPIHT encoder receives the coefficient value and convert it into the bit stream. Then the SPIHT decoding and inverse wavelet transform will be performed to reconstruct the original image. Because of Poor image quality reconstruction, we are enhancing DCT to Discrete wavelet transform and EBCOT Encoding to SPIHT Encoding. These techniques are implemented on 2-D images and we can validate such compression algorithm by calculating PSNR (peak signal to noise ratio), MSE (Mean square error) and CR(Compression ratio). A hardware realization is done in a Xilinx 10.1 device and The improved algorithm keeps the high SNR, increases the speed greatly and reduces the size of the needed storage space.

Index terms: Image Compression, DWT, Spatial Orientation Trees, SPIHT.

I. INTRODUCTION

There are two types of image compression types and they are [1] Lossy compression [2] Lossless compression. Lossy compression provides higher levels of data reduction but result in a less than perfect reproduction of the original image. It provides high compression ratio. Lossy image compression is useful in applications such as broadcast television, video-conferencing, and facsimile transmission, in which a some amount of error is an acceptable trade-off for increased compression performance. Lossless Image compression is the only acceptable amount of data reduction. It provides low compression ratio while compared to lossy. In Lossless Image compression techniques are composed of two relatively independent operations. (1) devising an alternative representation of the image in which its interpixel redundancies are reduced and (2) coding the representation to eliminate coding redundancies. Lossless Image compression is useful in applications such as medical imagery, business documents and satellite images. There are many algorithms based on image compression. One of the most efficient algorithms is the Set Partitioning in Hierarchical Trees (SPIHT) algorithm. This paper describes a MATLAB implementation of the SPIHT algorithm. Kai Liu [1] proposed a arithmetic architecture for SPIHT algorithm. This paper presented the pipelined architecture for DWT-SPIHT Algorithm.

II. WAVELET APPROACH

Storage constrains and bandwidth limitations in communication systems have necessitated the search for efficient image compression techniques. For real time video and multimedia applications where a reasonable approximation to the original signal can be tolerated, lossy compression is used. In the recent past, wavelet based image compression schemes have gained wide popularity. The characteristics of the wavelet transform provide compression results that outperform other transform techniques such as discrete cosine transform (DCT). Consequently, the JPEG2000 compression standard and FBI fingerprint compression system have adopted a wavelet approach to image compression. The wavelet coding techniques is based on the idea that the co-efficient of a transform that decorrelates the pixels of an image can be coded more efficiently than the original pixels themselves. If the transform’s basis functions in this case wavelet- pack most of the important visual information into small number of co-efficient, the remaining co-efficient can be coarsely quantized or truncated to zero with little image distortion.

III. DISCRETE WAVELET TRANSFORMATION

The second method of this mechanism uses 2-D Discrete Wavelet Transformation (DWT). DWT also converts the image from the spatial domain to frequency domain. According to the Fig. 1, the image is divided by vertical and horizontal lines and represents the first-order of DWT, and the image can be separated with four parts those are LL1, LH1, HL1 and HH1. In additional, those four parts are represented four frequency areas in the image. For the low-frequency domain LL1 is sensitively with human eyes. In the frequency domains LH1, HL1 and HH1 have more detail information more than frequency domain LL1.

![Fig. 1 Frequency distribution of DWT](image-url)
A.1-D DISCRETE WAVELET TRANSFORM
The discrete wavelets transform (DWT), which convert a discrete time signal to discrete wavelet. The first step is to discretize the wavelet parameters, that reduce the continuous basis set of wavelets to a discrete and orthogonal / orthonormal set of basis wavelets.

\[ \psi_{m,n}(t) = 2^{m/2} \psi(2^m t - n); m, n \in \mathbb{Z} \text{ such that } -\infty < m, n < \infty \]

The 1-D DWT is given as

\[ W_{m,n} = < x(t), \psi_{m,n}(t) > ; m, n \in \mathbb{Z} \]

The 1-D inverse DWT is given as:

\[ x(t) = \sum_{m} \sum_{n} W_{m,n} \psi_{m,n}(t) ; m, n \in \mathbb{Z} \]

B.2-D WAVELET TRANSFORM
The 1-D DWT can be enhanced to 2-D transform using separable wavelet filters. By using separable filters, the 1-D transform to all the rows of the input and then repeating on all of the columns can process the 2-D transform. When one-stage 2-D DWT is applied to an image, four coefficient sets are created, and the sets are LL, HL, LH, and HH, Where L represents Low and H represents High.

Figure 2 Block Diagram of DWT (a) Original Image (b) Output image after the 1-D applied on Row input (c) Output image after the second 1-D applied on row input

The Two-Dimensional DWT (2D-DWT) transforms images from spatial domain to frequency domain. At each stage of the wavelet decomposition, column of an image is first changed using a 1D vertical analysis filter-bank. The filter-bank is then applied horizontally to each row of the filtered and sub sampled data. One stage of wavelet decomposition produces four filtered and sub sampled images, called sub bands. The upper and lower areas of Fig. 3. (b), represent the low pass and high pass coefficients. The result of the horizontal 1D-DWT and sub sampling to form a 2D-DWT output image is shown in Fig 3(c) We can use multiple levels of wavelet transforms to concentrate data energy in the lowest sampled bands. Specifically, the LL sub band in fig 2(c) can be transformed again to form LL1, HL1, LH1, and HH1 sub bands, producing a two-level wavelet transform. An (R-1) level wavelet decomposition is associated with R resolution levels numbered from 0 to (R-1), with 0 and (R-1) corresponding to the coarsest and finest resolutions. The forward convolution of 1D-DWT requires a large amount of memory and large computation complexity. Another implementation of the 1D-DWT, called lifting scheme, which give significant reduction in the memory and the computation complexity. The lifting approach computes the same coefficients as the direct filter-bank convolution.

IV. SPIHT
The SPIHT coder is a powerful image compression algorithm that produces an embedded bit stream from which the best reconstructed images in the mean square error sense can be extracted at various bit rates. The perceptual image quality, however, is not guaranteed to be optimal since the coder is not designed to explicitly consider the human visual system (HVS) characteristics.

Figure 4 SPIHT

Extensive HVS research has shown that there are three perceptually significant activity regions in an image: smooth, edge, and textured or detailed regions. By incorporating the differing sensitivity of the HVS to these regions in image compression schemes such as SPIHT, the perceptual quality of the images can be improved at all bit rates. Previous work to improve the visual quality of embedded coders has applied just noticeable distortion thresholds for uniform noise in different subbands to weight the transform coefficients but no distinction made between coefficients belonging to different activity regions inside a subband. In this paper, the differing activity regions are used to assign perceptual weights to the transform coefficients prior to SPIHT encoding.
The image to be compressed is transformed into frequency domain using wavelet transform. In wavelet transform the images are divided into odd and even components and finally the image is divided into four levels of frequency components. The four frequency components are LL, LH, HL, HH, and then the image is encoded using SPIHT coding. Then the bit streams are obtained. The obtained are decoded using SPIHT decoding. Finally inverse wavelet transform is taken and the compressed image will be obtained.

SPIHT algorithm depends on 3 concepts:
1. Ordered bit plane progressive transmission
2. Set partitioning sorting algorithm
3. Spatial orientation trees.

Of these three concepts we are using Spatial Orientation Tree concepts in our thesis and the brief description of that is as follows.

**V. SPATIAL ORIENTATION TREES**

Normally, most of an image’s energy is concentrated in the low frequency components. Accordingly, the variance decreases as we move from the highest to the lowest levels of the subband pyramid. Moreover, it has been observed that there is a spatial self-similarity between sets, and the coefficients are expected to be better magnitude-ordered if we move downward in the pyramid following the same spatial orientation. For example, large low-activity areas are expected to be identified in the highest levels of the pyramid, and they are imitated in the lower levels at the same spatial locations. A tree structure, defines the spatial relationship on the hierarchical pyramid. Fig. 6 shows how our spatial orientation tree is defined in a pyramid constructed with recursive four-subband splitting. Each node of the tree represents a pixel and is identified by the pixel coordinate. Its direct descendants (offspring) correspond to the pixels of the same spatial orientation in the next finer level of the pyramid. The tree is defined as each node has either no offspring (the leaves) or four offspring, which always form a group of 2 x 2adjacent pixels. The pixels in the highest level of the pyramid are the tree roots and are also grouped in 2 x 2adjacent pixels. The following sets of coordinates are used to present the new coding method:

H: set of coordinates of all spatial orientation tree roots (nodes in the highest pyramid level);
L(i, j) = D(i, j) - O(i, j).

**VI. IMPLEMENTATION IN FPGA**

The below Block diagram shows the implementation of SPIHT image Compression in FPGA SPARTAN 3 kit.

**A. CONVERSION OF IMAGE INTO HEADER FILE**

Using Matlab GUI, image file should be converted to a header file format. Then we add as an header file in our Impulse C code

**B. HARDWARE CUSTOM LOGIC**

- Generating net list files and RTL schematic for the hardware peripherals used for SPIHT.
- Generating bit file.
C. MICROBLAZE PROCESSOR DESIGN

- Core processor design for SPIHT
- Compile the application code & convert it into executable file.

Figure 9 Diagram For Module 2& 3

XPS is part of the Xilinx Embedded Development Kit (EDK) and includes the Xilinx Platform Studio (XPS) GUI and all tools run by the GUI to process hardware and software system components. You can also perform system verification within the XPS environment.

D. FPGA

Downloading bit file and executable file to FPGA through parallel interface.

Figure 10 FPGA Performance Advantage

VII. QUALITY MEASURES FOR IMAGE

The Quality of the reconstructed image is measured in terms of mean square error (MSE) and peak signal to noise ratio (PSNR) ratio. The MSE is often called reconstruction error variance $\sigma_q^2$. The MSE between the original image $f$ and the reconstructed image $g$ at decoder is defined as:

$$\text{MSE} = \sigma_q^2 = \frac{1}{N} \sum_{j,k} (f[j,k] - g[j,k])^2$$

Where the sum over $j, k$ denotes the sum over all pixels in the image and $N$ is the number of pixels in each image. From that the peak signal-to-noise ratio is defined as the ratio between signal variance and reconstruction error variance.

The PSNR value between two images having 8 bits per pixel in terms of decibels (dBs) is given by:

$$\text{PSNR} = 10 \log_{10} \left( \frac{255^2}{\text{MSE}} \right)$$

When the PSNR value is 40 dB or greater, then the original and the reconstructed images are virtually indistinguishable by human eyes. The compression ratio of the image is given by

$$\text{CR} = \frac{\text{No of bits in original image}}{\text{No of bits in compressed image}}$$

The compression ratio shows that the image have been compressed.

Table 1 PSNR Results In DB For Different SPIHT Coders

<table>
<thead>
<tr>
<th>Image</th>
<th>SPIHT-AC</th>
<th>SPIHT-NC</th>
<th>SPIHT-NL</th>
<th>SPIHT-HW</th>
<th>SPIHT-DWT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>40.41</td>
<td>39.98</td>
<td>39.24</td>
<td>39.89</td>
<td>41.53</td>
</tr>
<tr>
<td>Airport</td>
<td>33.27</td>
<td>32.79</td>
<td>32.38</td>
<td>32.67</td>
<td>45.12</td>
</tr>
<tr>
<td>Woman</td>
<td>38.28</td>
<td>37.73</td>
<td>36.22</td>
<td>37.19</td>
<td>45.12</td>
</tr>
</tbody>
</table>

VIII. CONCLUSION

In this thesis we have developed a technique for wavelet transforms. We pointed out that this transform can be assigned to the encoder or the decoder and that it can hold compressed data. We provided an analysis for the case where both encoder and decoder are symmetric in terms of memory needs and complexity. We described spiht coding algorithm that can work with very low memory in combination with the line based transform, and showed that its performance can be competitive with state of the art image coders. To the best of our knowledge, our work is the first to propose a detailed implementation of a low memory wavelet image coder. A significant advantage by making a wavelet coder attractive both in terms of speed and memory needs. More improvements of our system especially in...
terms of speed can be achieved by introducing a lattice factorization of the wavelet kernel or by using the lifting steps.
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