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ABSTRACT: Automatic generation of art has aided artists in creating novel 2-dimensional artforms in a field known as evolutionary art. The 
development of technology on 3D printing has attracted people of different fields to designing 3D shapes for art display, an architecture design, a 
prototype or even an aiding tool. However, current automatic generation algorithms have focused primarily on 2D art only and have not successfully 
crossed the realm into 3D. This paper introduces an automatic method for generation of 3D artforms using electroencephalogram (EEG). Interactive 
evolutionary computing (IEC) is the typical method used to evolve art, however, IEC is often reported to cause significant fatigue among its users due to 
its repetitive and time-consuming characteristics. With the combination of brain-computer interface (BCI) and IEC, the hope is to speed up the interactive 
process, hence reducing user fatigue and at the same time be able to produce promising solutions. The proposed approach focuses on understanding 
human emotions in order to identify user preferences of the 3D shapes automatically and further evolve the selected artform. The use of a nature-
inspired shape generation formula, called the Gielis supershape, is used as the encoding for generation of 3D art and is shown to be able to bring forth 
large varieties of shapes during the automatic evolutionary optimization process. 
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1 INTRODUCTION  
Automatic generation of static, pleasing 3-dimensional (3D) 
objects aims to reduce the human effort in designing such 
objects and also aims to aid humans in generating more 
diverse and creative solutions. The typical method of achieving 
this is through interactive evolution computation (IEC), where 
IEC refers to the use of biologically-inspired algorithms for 
computer-generated designs, where selection of desired 
solutions are interactively guided by the user. The main 
drawback of IEC is that it causes the user to become fatigue 
due to the time-consuming and repetitive nature. IEC with 
interactive user-guided feedback requires the user to sit at a 
computer, look at the video display terminal (VDT) which would 
subsequently cause visual fatigue after long-term viewing [1], in 
addition to the physical movements required to click and move 
the mouse through a large number of intermediate designs that 
is highly time-consuming. Such a repetitive and monotonous 
work would cause users to fatigue [2]. There are numerous 
studies that have attempted to use different approaches to 
minimize the fatigue caused in IEC though most of these 
approaches hampers its full potential in terms of harnessing the 
optimization power of evolutionary algorithms, ranging from 
interval-based evaluation [3], to solution clustering [4] and 
evolutionary parameter reduction [5]. However, all of these 
methods still rely on the requirement of the human user to 
physically move and control the mouse as the method of input 
selection. Pallez et al. [6] presented the eye-tracking 
evolutionary algorithm (E-TEA) using stimulation of eye-tracker 
with mouse, however this approach did not yield any significant 
result. Here we propose a real-time EEG-based system for 
optimizing 3D shapes based on the user’s brain feedback. The 
traditional way of physical mouse-based interaction of the user 
with the interactive evolutionary design system will be replaced 
with a thought-based control system. The user’s brainwaves 
are detected, captured and interpreted in the form of 
electroencephalogram (EEG). The use of learning machine 
algorithms such as linear discriminant analysis (LDA) will be 
used to identify the user’s emotions based on the EEG signals 
detected. Then, a genetic algorithm will be used to evolve 3D 

shapes based on the 3D shapes that have been classified as 
resulting in a positive emotion from the user. Through the 
combination of BCI and IEC, we believe such a system will 
greatly reduce the time required to complete the interactive 
selection process and at the same time reduce the fatigue 
levels of the user. This should allow for a less demanding 
environment for the designer when using such an interactive 
evolutionary design system and hence lead to more optimal 
and desirable design output solutions from the computer-aided 
design system. At the end, the optimum design will be 
displayed to user and the user will be asked to rate the 
displayed design. The generated design is ready to print using 
Fused Deposition Modeling (FDM) machines, which is a type of 
3D printer, to physically realize the evolved object and could 
further be displayed as a 3D art piece. 
 

2 LITERATURE REVIEW 
The studies of using EEG signals in evolving art are limited and 
there is no known study has been done on evolving 3D 
artforms using EEG. There are a number of studies evolving 2-
dimensions (2D) art through understanding the EEG signals. 
Basa et al. [7] proposed an EEG-based art evolution using 
genetic algorithm (GA) and support vector machine (SVM) 
classifiers for 2D images. Through the identification of positive 
and negative responding emotions from EEG, a GA is then 
used to evolve images that result in positive responding 
emotion. The SVM is trained using EEG and other 
physiological data recorded during viewing 2D images. Their 
method yielded a result of 61% accuracy.  Apart from that, 
Bigdely et al. [8] proposed an EEG-guided image evolution 
using compositional pattern producing networks (CPPNs) via 
the neuroevolution of augmenting topologies (NEAT) genetic 
algorithm and linear discriminant analysis (LDA) to evolve 2D 
images. The presentation of 2D images (two-eyes or not-eye) 
is through the use of rapid serial visual presentation (RSPV). 
The area under receiver operating characteristic (ROC) curve 
for time and time-frequency features are 0.96 and 0.97 
respectively, which are highly accurate.  
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3 PROPOSED METHODS 
The basic structure of the developed system is presented in 
Fig. 1 which includes several essential processes in this study. 
The processes is run in real-time where it includes EEG 
signals acquisition, emotion classification to identify positively, 
neutrally and negatively responding emotions, a heuristic 
search algorithm to control the parameter for next 3D shape, 
finally displaying the stimuli and then repeats the cycle. At the 
end of the experiment, an optimized supershape design will be 
displayed to user for further rating. 

 

 
The experiment consists of 2 major parts, training and testing, 
as shown in Fig. 2. In the training phase, users were asked to 
rate the supershapes on the scale of 1-9 for arousal. The main 
purpose of training is to train the emotion classifier.  

 
In real-time testing, users were asked to view the supershapes 
generated for 5 seconds each without any physical interaction. 
Both parts consisted of 30 supershapes each. 
 
3-dimensional stimuli, supershapes model 
Some supershapes as shown in Fig. 3 were used as stimuli in 
this study. Formation of supershapes is through a geometric 
equation called the Gielis superformula [9] with spherical 

products. The superformula in (1) was introduced by Gielis [9] 
where he found that the forms of plants and living organisms 
could be modelled by a single, simple geometric equations. 
The modification of parameters to the superformula allows 

generation of various elegantly simple naturally-looking 
polygonal 3D shapes.  
 

            (1) 

 
It is possible to extend the superformula to higher dimension 
rather than 2D using spherical product through multiplying 
additional superformulas. For example, a 3D supershape is 

generated using the multiplication of two superformulas,  

and  to forms a 3D supershape. The points of the 3D shape 

with radii,  and , using the spherical product in (2), (3) and 

(4) are as follows: 
 

( ) ×  ×  ×        (2) 

( ) ×  ×  ×           (3) 

   (4) 
 
In the training phase, the 8 parameters (m1, n11, n12, n13, 
m2, n21, n22, n23) of the supershapes are generated 
randomly within a range of 1-20 where we found that in the 
range of 1-20 produces more promising solution. The 
emotional contents of the 3D shapes were measured on the 1-
9 scale for arousal to identify positively and negatively 
responding emotions. The arousal scale is further categorized 
into positively, neutrally and negatively responding emotions, 
where arousal 1 to 3 represents negatively responding 
emotions, 4 to 6 represents neutrally responding emotions and 
lastly 7 to 9 represents positively responding emotions. In the 
testing phase, the 1

st
 10 supershapes will be generated at 

random within a range of 1-20, however, the next 20 will be 
generated through the heuristic search algorithm with 10 per 
process and this will be discussed further in this paper. 

 

3.1 Emotion Classification 
Emotion plays an important role in human to human 
interaction in our daily lives as we attempt to understand each 
other when interacting. The emotion recognition 
implementation in machines enable machines to understand 
and aid humans. In this study, there are several essential 
steps required in recognition of emotion using raw EEG 
signals as shown in Fig. 4. Those steps include acquisition of 
raw EEG signals, signal processing, feature extraction, and 
emotion classification. 
 

 
 
 

 

Fig. 4. Emotion classification algorithm 

 

Fig. 2. The experiment process 

 

Fig. 1. Basic framework for the system 

 

Fig. 3. Random shapes generated by supershapes model 
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3.2.1 Data Acquisition  

 

 
The acquisition of EEG signals is through the use of the low-
cost wireless Emotiv Epoc neuroheadset with 14 electrodes 
(AF3, F3, F7, FC5, T7, P7, O1, O2, P8, T8, FC6, F8, F4 and 
AF4) and 2 references (CMS and DRL) as shown in Fig. 5. 
The placement of the electrodes on the scalp is based on the 
international 10-20 convention. EEG signals are collected with 
sampling rate of 128 Hz. 
 

3.2.2 Feature Selection 

In our experiment, although we collected the signals of all 14 
electrodes signals, however, there are only 2 electrodes, F3 
and F4 [10] electrode signals which are located at the frontal 
regions of the brain that will be used in this study. The brain 
signals of the frontal regions are reported to plays important 
roles in emotions [11, 12, 13]. 
  

3.2.3 Signals Preprocessing 

Detection of packet lost is applied, then the nearest neighbor 
interpolation (NNI) [14] is used to predict and replace the lost 
packets. A 4th order zero-phase Butterworth band-pass filter is 
used to remove the noises and direct current (DC) offset with 
a cut off frequency of 0.5 Hz – 60 Hz [15], according to the 
Nyquist sampling theorem, where the maximum frequency that 
is represented in the discrete data is half of the sample rate 
[16]. 
 

3.2.4 Feature Extraction 

Different frequency bands extracted from the EEG signals 
have essentially been used in many aspects to determine the 
human brain state in many studies [2, 10, 11, 13, 15, 17].  In 
this study, the interesting signals extracted from EEG signals 
were the alpha, beta and gamma band frequencies, where 
higher frequencies are related to high cognitive process [17]. 
Discrete wavelet packet transform (DWPT) is used in this 
study for its efficiency in frequency band localization [18]. A 
Daubechies 4 discrete wavelet (db4) [19] is used in this study. 
Commonly, db4, a Daubechies 8 discrete wavelet (db8), 
Symlet order 8 wavelet (sym8), and Coiflets 5 wavelet (coif5) 
are used in decomposition of EEG signals. The decision of 
using db4 is based on [20], where db4 had outstanding 

performance in classifying emotions with different features 
especially entropy, over other wavelet functions. 
 

3.2.5 Classification 

In this study, linear discriminant analysis (LDA) with the default 
setting in Matlab will be used to classify positively, neutrally and 
negatively responding emotions. The study is focused on the 
alpha, beta and gamma band frequencies and also entropy log 
energy, where different features are tested. 
 

3.2 Heuristic Search 
This algorithm is used to generate the supershapes’ 
parameters of the next generation. In our experiment, a total of 
30 supershapes will be generated, and it is divided into 3 parts 
with every part consisting of 10 superhapes. In the 1

st
 part, the 

supershapes parameters (m1, n11, n12, n13, m2, n21, n22, 
n23) is generated randomly in between 1-20 using the float 
data type. Then the supershapes are displayed to user with 5 
seconds each. After the displaying of supershapes and 
obtaining emotions from emotion classifier, then the 
supershapes parameter for the next generation is selected. 
The selection is based on the emotion obtained from emotion 
classifier and the top 5 that is classified as positively 
responding or even neutrally responding will be selected to 
generate the next generation of supershapes. However, the 
negatively labelled supershapes will not be selected. If the 
positively and neutrally responded supershapes is insufficient 
to make the next generation, a random number will be 
generated to produce another supershapes parameter and 
make it to 5. A list of different combinations of parameters of 
the supershapes is created, e.g., a supershape with parameter 
P is further separated into P11 and P12 and is further 
combined with another P21 and P22 to form a series of 
different combinations. The number of combinations in the list 
is calculated using the permutation calculation as shown in (5), 
where n is number of supershapes parameter to generate the 
current list for the next generation, which is 5 and r is 2. The 
previous supershapes parameters to generate the current list 

will not be included in the current list, and so n is deducted.  

is constantly 85. 
 

                        (5) 
 
From the list generated, a total of 10 supershapes parameters 
is selected randomly out of the generated list. Then the same 
process repeats. 

 

3.3 Subjects 
4 right-handed healthy male subjects with the age range of 24-
27 (mean = 25.75) were selected to participate in this study. 
The subjects were given a brief introduction of the research 
scope and purpose prior to the experiment. 
 

4 RESULTS 
For the moment, the method is still under evaluation and 
observation, and hence the result is not significantly 
qualitative. The experiment is still in the early stage and much 
more testing is required. Table I shows the rating frequency for 
each emotion of randomly generated supershapes. From 
Table I, it clearly shows that neutrally responding emotion is 
having a higher frequency compared to positively and 

 

Fig. 5. Electrodes placement for Emotiv Epoc neuroheadset. 
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negatively responding emotions which applies to all the 
subjects.  

 
TABLE 1 NUMBER RATING OF EACH EMOTION 

Subject No. Positive  No. Neutral No. Negative 

Subject 
1 

11 13 6 

Subject 
2 

9 17 4 

Subject 
3 

3 20 7 

Subject 
4 

6 18 6 

 
Table II shows the classification accuracy for emotion 

recognition using different features, focusing on alpha, beta 
and gamma band frequencies of F3 and F4. 

 
TABLE 2 CLASSIFICATION OF EMOTION 

Rank Feature F3/F4 Classification 

1 
Entropy log energy difference 
left/right alpha 

55.6% 

2 
Entropy log energy difference 
left/right beta 

55.6% 

3 
Entropy log energy difference 
left/right alpha and gamma 

52.8% 

4 
Entropy log energy alpha and 
gamma 

52.8% 

5 
Entropy log energy difference 
left/right gamma 

50% 

6 Entropy log energy alpha 50% 

7 alpha 50% 

8 alpha and beta 47.2% 

9 
Entropy log energy alpha, beta 
and gamma 

47.2% 

10 Entropy log energy gamma 44.4% 

11 
Entropy log energy difference 
left/right alpha, beta and gamma 

44.4% 

12 gamma 44.4% 

13 Entropy log energy beta 38.8% 

14 beta 33.3% 

15 alpha, beta and gamma 27.7% 

 
The difference in entropy value for F3 and F4 could achieve at 
least 44.4% to a maximum 55.6% of accuracy. Higher neutral 
frequency and lower positively and negatively responding 
frequencies in the training dataset leads to insufficient 
information to do the training to the sufficient level of accuracy 
required. Further refinement on classification will need be 
investigated in future to increase the accuracy. 3 of the 
subjects were satisfied towards the selected design at the end 

of the testing and 1 of the subject reported the selected design 
is not the desired design. The design is then printed using 
FDM machine as shown in Fig. 6. 
 

 
 

5 CONCLUSION AND FUTURE WORKS 

This paper described the process and methods on 
development of an automatic generation approach for 3D 
artforms using EEG. The Gielis superformula is used as 3D 
shape generation encoding. Several essential steps are used 
to recognize and understand the human’s preference 
emotions. The identified responding emotions were used to 
evolve the supershapes and real-time testing were conducted. 
In the future, the system will be further investigated using 
different machine learning algorithms and introducing much 
complex supershapes into the system. Different techniques of 
signal processing and wavelet functions will also be tested. 
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